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Abstract— BAM (Business Activity Monitoring) and CEP
(Complex Event Processing) have been deeply studieth
traditional BPM, according to the procurement of rdevant
results about process execution, especially for impvement and
monitoring purposes. Once BPM was introduced in theloud and
it is necessary to decompose processes in ordertecute them in
hybrid environments, the conception of monitoring las suffered
several changes. In previous works we have designean
architecture for process execution and monitoring \mich
considers several services in order to gather andhew the
recollected information as relevant results. A nevapproach over
this architecture takes place in this work: it confders BAM and
CEP as mechanisms for the information gathering proess, and
also enhances the monitoring application taking adantage of
these two methodologies, now under the distributegerspective.
Additionally we make a comparison about when is carenient to
use BAM or CEP alternatively in a distributed environment,
according to the nature of the recollected data, # type of
indicators needed to be shown and also the latenayindow in the
data used as a source.
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1. INTRODUCTION

The monitoring phase is one of the most importanthe
business process lifecycle, assuring the
improvement which is one of the major principles thre
business process oriented paradigm. Both executind
monitoring aspects take a different meaning if they taken
from a classic centralized architecture through ybrid

The current work takes a previous architecture é@mgnted in
[6] [7] and introduces over it two different techogies: BAM
(Business Activity Monitoring) and CEP Complex Event
Processing) as a new way of obtaining useful data from the
different distributed nodes in the architecture.efvthough
BAM and CEP are not new in the BPM paradigm, irs thi
context they take a new significant because theurces to be
monitored and the events to be followed belong rocgss
instances which are distributed all over the cloud.

The present work is structured as follows: in Secli some
related works are presented. In Sections Ill to & make a
review about BAM and CEP concepts and the implcetiof
them being considered under the cloud perspectiie.also
revise the architecture presented in [6] and [fd at is
modified in order to introduce the BAM and CEP edeiis but
with a distributed perspective. In Section VI diffet
indicators corresponding to BAM and CEP are analyize
order to implement the continuous improvement. Ikina

Section VII some conclusions and ideas are predefae
future works.

2. RELATED WORK
There are many references to BAM and CEP in current

continuouRibliography. Typically these two terms are consideunder

an embedded or traditional perspective. For exanipl§l] a
formal proposal for event processing in BPM is pr¢ed. This
paper addresses the concept of CEP applied to BRMrialer
a traditional perspective, i.e. an embedded saluti®ome

collaborative environment where cloud and embedde§oncepts are taken from there and extrapolated towad

components are combined, and even more thesenestcould
be public or private.

Facing this decentralized context, it is importémtconserve
the perspective of the original process model whigls a
centralized view, and on the other hand, to regestery single
detail and complex event related to the processdistributed
environment. All these data are really importantoider to
embrace the biggest amount of information whichultes
useful for process measuring and improvement.

environment in the present work, especially thaferred to
the second generation of BAM. In [2] a similar idea[1] is
presented, but with some distributed elements,ceixyg the
idea of BAM as a multi-application platform. In [3] is
possible to see a concrete implementation for rang cloud
nodes, in particular nodes that include BPM and SOA
applications, and considering also CEP alternatiVee main
goal in the quoted work is to obtain relevant iatlics for the
continuous improvement cycle. In [6] and [7] we dfira
previous construction of an architecture for hylsydtems that
takes in consideration different methods other tG&P and
BAM in order to collect information about the dibtrted



instances. This previous contribution was takebeanodified » Complex Pattern Recognition
and complemented using these two named techniquesiér

to enrich the monitoring and continuous improvemen
lifecycle.

tSeveral high-level reviews of these new strategied the
associated techniques to implement them were niali®yed
by study case experiences and strategies put rattige. The
3. BAM and CEP key point is that companies across all industriasehbeen
examining BAM closely, particularly in light of tke new
developments and the CEP contributions. BAM cariveel
significant benefits and address a wide range dfinegs
solutions. Anyone either using or looking to useNBAhould
consider carefully the strategies and techniquescudsed
below in order to deliver maximum business valug l@turns.

These two concepts were developed several yearsaadare
often taken as mechanisms to obtain relevant irdGom in
service oriented systems, and particularly in BRARI.this
section we analyze them under a traditional pets@edn
contraposition to a distributed or hybrid view, walhiis the

main goal of the present work

: " There are four basic elements for BAM, especiadiysiderin
BAM in traditional BPM the second generation, which makes pespecBi'aI fomgs i
There are several considerations that we can edtahlorder transactions and events. These elements are coateghin
to review the BAM and BPM relationship over thesst lyears.  volumes, velocities, errors and special conditidnsterms of
Business Process Management and Business Activityolumes, examples that should be measured are muaibe
Monitoring have separate lives and deployment pafeas transactions, number of process events, transacteenue,
distinct technologies for the real-time enterpriseey are process revenue, line of business revenue, costgima
different arrows in the IT quiver. However, theme @everal number of changes in a record, number of items woesd,
topics that indicate a strong linkage between them: number of calls, number of closed tickets, humkfeeroors,

inter alia.
 They are highly complementary and are partiallyI !

converging. Even though they have independences dimeir  In terms of velocities, there are several cases ghauld be
conception, there are several grey areas wherectheyect. considered. Some of them are process cycle-tin@e-tynes
of individual steps, wait-times between eventsgtimmaining
: - o . X 'to completion and process throughput. In termsradrs, it is
especially if it is considering a cloud based ewment, with  jmhortant to consider that the value and time-eelaittributes
private and public nodes. of business transactions provides vital informataout the

« BAM and BPM will often be deployed together tdveo  Overall operational health of the business systdis is fine
business-level problems. BPM is a useful incom&4d1 in ~ When everything is working reliably, but even iretiest

order to support the decision making process. systems there will always be problems. These magugeto
flaws in processes, external problems such as lmaedwr

+ Some BAM functional requirements will be met by software issues, or perhaps human errors. BAM sraekors

e The enterprise will have many BAM and BPM tools

BPM's monitoring functions, in_stead of a "classitNB' tool, too, making it possible to identify where the peshk are, so
because of the constant evolution they have predent they can be fixed [10] [2] [3] [4].

BPM and BAM have three main areas of convergenoe (a Counting and measuring errors statistically hetpsnprove
potential conflict): the understanding of errors, their frequencies, amy

« BPM acting as "BPM+BAM" associated trends. The final aspect of BAM measentm

relates to special conditions. These are conditidefined by
* BPM serving as BAM's response mechanism or restpi  the user. Although not specifically errors, thepresent events
that are relevant from a user perspective to thecugion of
business transactions. As with all the other meamsants,
It is important to remember that BAM is multi-amation, BAM will track these special conditions and provitatistical
correlating multiple sources of independent datapach of and analytical information about them, raising tasler taking
these convergence scenarios, there is an impBsitimption  actions when specified conditions are met. For @tama
that BAM is working with more than one underlying company might want to be alerted to any orders heya
application [10] [1] [2]. certain size or the presence of non-standard sigppi
instructions. In Fig. 1 it is possible to see thiéfecent
components in a BAM engine environment [10] [4] [5]

* BPM as a passive analytic/visualization modelH&M

Much of the focus of BAM has been simply put onqgess
measurement. This has certainly proved fruitfut, dmmpanies
started later to use their growing level of BAM exjse to  CEP in traditional BPM. Relationship with BAM
target specific business problems, enabling thenuetiver
greatly increased returns. A range of second-géoera
strategies have emerged and leaded BAM into a mologer
participation in the business, generating value leyond than
the first-generation process measurement approdoh.
particular, three new strategic areas have beeslaeed:

The main goal of CEP is the real-time analysisvefigs, which
provokes the comparison of databases that struchmek
analyze data sets. Simplified, CEP can be seendwabase
approach turned around where databases establistatia
amount of data and allow definition of queries whare then
executed. They analyze the present amount of dataleliver
* Business Assurance and Visibility a result which is always just as up to date asl#tabase of the

« Control Services query. CEP defines event streams as structuresherone



hand event streams allow routing of arbitrary incarevents
and a goal-oriented analysis; on the other handiepiare
predefined on one or more event streams. Otheersgstike
databases, for instance, can also be integratedCilBP queries
for comparison reasons [1] [2] [5] [8]-

Proces Traking (“‘”’"""““"‘"ﬂ W""‘"”""“”H ControlServices
v Cyle Times & & v Transechon ntegry
vt | @ B v Complance
o ProcessSueeess | @ omien | | o v ulidransacton Mk -
v equence : Process -Siep
Rl Bela ; ;
v Transachon Wyf,,‘mf[:” Nx Analysis & Alring
Lifecyck Y| H -
SET ETVE P ieing @
V| -
CEE M _\: et
e :
Tee
(ot e sl
iy
i i
The Rules Engine Alerts The Statistical Engine Learns ~ The Fingerprint Engine Predicts

v Thresholds v L eams Process Behavor

v Snapshot of Monitors

v Trending & Statstcd v Understands Time of Day & Hiegered by Acverse Event
v Compound Ruls Dy of ek v Patem Comelgion -Roo
v Buiiness Ruks v Mean & Sigma ranges Calisp

v Complex s v Problem Predichons

v Captures ‘Trbal Knowedge

Fig. 1: BAM engines and components [4]

As events arrive arbitrarily, a static databas@éas given in
CEP. Therefore,
frequently and searched for certain patterns in ¢hent
streams. The results can be displayed in frequambating
diagrams or some kind of trigger can be defined tioa
occurrence of a special pattern. As events areyzedldirectly
after they are delivered to a CEP system, resutgyanerally
nearly reflecting a real-time status. Furthermdnés approach
can be used to filter important data and defineigador use
cases with a huge amount of events or data. CoastguCEP
is also applicable to scenarios where databasestamnage
data storing fast enough without losing some detis s

In this context, the relationship between BPM aaVIBCEP
seems to be complementary. BAM is really usefubiider to
consider information about the activities in thegass, about
the different instances running inside the proasgine, and
for the business indicator making process. CEParerglobal,
it comprises more than just process instances etidties. It

can also monitor different events related to bissn@ocesses
but not particularly coming from process instancéke
peripheral data that belongs to the business aed e be
consider in the decision making process. Becausthede
facts, CEP results very important and complementaAM
in order to construct a dashboard that helps bssiapalysts to
provide important contributions about processexyualihe
business in general, and to make improvementseimtisiness
process lifecycle [5] [8] [9] [10].

In Fig. 2 it is possible to see the interactionwesn the
different components according to each layer, aod khe

BAM engine and the CEP suite could interact in both

directions in order to exchange relevant results.
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Fig 2: Layers, BAM and CEP [5]

BAM and CEP under a distributed perspective

the predefined queries are evaluatdn some previous works ([6], [7]) we have seenittteraction

between the different components in a cloud orcrs@®M

system, where each part could be located in a @ubfirivate
node. In case the system is a hybrid choice anck thee
several BPM engines executing at the same time,

monitoring function should collect data from eadhrem and
preserve the original process perspective. If tlagee several
BPM engines executing all over the architecturep aeveral
BAM engines cloud exist. The question here is, avipitocess
decomposition is the mechanism to distribute déffémparts of
the process along the architecture, and thennedessary to
join the parts in order to preserve the originalgesss view, it is
important to establish a mechanism to considerdhelts from
the different BAM servers corresponding to eacht pérthe

process seamlessly [6] [7] [11] [12].

The indicators that could be obtained from any towad node
in the architecture should be considered now utiteoriginal

the



decomposed process perspective. So the resultsgard of
volumes, velocities, errors and special conditishsuld be
merged in order to provide global indicators buhsidering
each node of the architecture. The architecturd v

composed now for several BAM cores (one for ea@tation
node) which contain the KPIsK¢y Process Indicators),

metrics and statistics according to the portiorthaf original
process that was assigned by the distribution ggcEhe final
merge of the KPIs, metrics and statistics shouldidxge with
the original process in perspective, in order wvjate a useful
set of indicators and not only a partitioned viel@][[1] [2]

[13] [14].

As it is shown in Fig. 3, CEP can be added to a Bkt and
used to analyze BPM events. These events as wethes
gueries are defined at modeling time. The strearhitacture
in the CEP system can be automatically generatselban the
given definitions or modified manually, according the
structure of the BPMS. At runtime, defined events eeated
by running processes and delivered to an inputastre
automatically. Results of the queries can be oleskervia
diagrams, or reactions can be defined also. Irctimtext of a
hybrid system, there are several BPM engines rgnainthe
same time and producing useful results for the G&ER. For
that reason it could be necessary to provide moada bne
suite, according to the embedded or cloud chaiatiteof the
BPM engine. In this way, each suite is going tocpes the
results related to the same area which it beloagd,the final
results should be merged in order to provide asgiated view
according to the original process [10] [15] [16].
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Fig. 3: CEP using distributed BPM data as input

By integrating CEP into BPM in this way, the BPMeats can
be analyzed in real-time. Consequently, each
decomposed process can be analyzed in real-timespect to
their processing behavior. Additionally, also coexphjueries
including more than one or even all running proesssan be
realized. This makes also situations dependent iffareht

processes analyzable. Trends can be found very fast
instance, when all instances are included on eade.nAs a
result, interference options are given if unwishashavior
takes place. Current trends can be controlled direeted as
they are recognized while they establish and ntanaérds.
Another example is that pure system interactions be
controlled directly. These interactions happen fast for
human observers, but coupling these interactionts awents
allows for continuous observing of the results withdiving
into the details.

The overall message is: with the usage of CEP iMBP
knowledge is not derived after process executibos,during
execution, especially in a hybrid environment wheeweral
nodes and instances are involved. This is an alesnkcessity
in every use case that needs fast and direct éneerte
dependent on special constellations in a BPM seatvamtime.

Another implication of using CEP in a distributedPid
environment is the reactions that CEP could origina
according to the flows. This approach assumesal@ZEP suite
is available on each node, and analyzes any kinextgfrnal
events. These events are produced by an exterftalase or
hardware which is not further specified here, ild be also
present in the same hybrid environment. In a CERe,su
streams and queries are defined to analyze theningoevents
with the intention of searching for patterns timaply a trend or
situation that needs to be reacted to.
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Fig. 4: CEP and distributed BPM in reaction exesruti
The reactions are considered to be complex anddeatalls to

rgnnindifferent systems or humans, or even to BPM engimather

nodes of the architecture. Therefore, the reactayasdefined
as processes in a BPM suite and pattern deteotiads|to
process starting and execution (Fig. 4). The pe&®cutes
all actions needed. It can call other systems, s@idications



via e-mail or just add process steps to a workiistjnstance.
We have to remind that these processes could mngesed
parts of the original scheme, so the integratidween events
and decomposed processes goes even further dd@p [[i11].

Using processes to define and execute reactiomitierfis

provides several advantages. Processes could hgraphical

presentation which enhances understandabilitypag &s the
original decomposed process perspective is preshetefore,
the reactions are easy to maintain. Furthermoess, finovide a
high degree of flexibility. Processes can be medifor adapted
to new environments very easily. Additionally, thegn be
substituted by other processes in a BPM suite wtthéfects in
the CEP suite if both systems are loosely coupléds loose
coupling also enables a CEP suite to be integliatedy other
system without affecting the BPM suite. All thessatfires
show that processes used to define reaction defigiin CEP
can be very useful [18] [19] [20].

4. MODIFICATIONS IN THE ARCHITECTURE

As we have seen previously the architecture thatprvasented
in [6] and [7] has several modules specializechia éxecution
of decomposed processes, and in the recollectidataffor the
monitoring application. The main goal during bottiwties is

to preserve the perspective of the original praciesterms of
execution and monitoring. The user executing thecgss
should not actually realize which concrete nod¢hef system
is executing the current activity, and in termsyainitoring it

should be transparent also the node being accasseder to

obtain relevant information for the indicator canstion

process.

In terms of the concepts introduced in this wohle &xecution
of business processes will remain in the same Wage the

decomposition criterion was fixed, several partshef process
are constructed and deployed in several nodesvait the

architecture, where each node contains a BPM en@iaeh

part of the process will link the next one by usimgcess
connectors: once the first one is finished it silirt the second
one in a remote server and so on.

In terms of monitoring, several modifications shbube
introduced. As well as for the execution featuresrehseveral
BPM engines are considered, for monitoring purposes
BAM engine should correspond each execution nadehis
way the results of the BAM engines should be meigextder
to produce indicators that represent the originebcess
perspective, in despite of the applied decompasj2d] [22].

The monitoring application in charge of the readilen
process will interact with each BAM node in thehaiecture,
and should be in charge of merging the resultsraeroto
produce indicators related to the original proce$his
application should also consider the results preduly the
CEP suites, which are distributed in the architectalso. In
terms of the amount of CEP suites necessary toepioyked,
the criterion is not the same compared to BAM. Thture of
the data processed by the CEP suite is heterogeaeolucould
proceed from different kinds of applications, natlyoBPM
engines. In this way, according to the size of firal
architecture the system could contain as many GHfessas
necessary to process efficiently the amount of esveresent in

the global system and usefully for the indicatokimg process
(1] [2] [6] [7] [23] [24].
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In Fig. 5 the global architecture is illustratelhéas three main
components: the cloud component, the embedded awmnpo
and the monitoring application. The cloud componeas a

BPM engine (it could be replicated on several npaesl the

monitoring site which is common for all users; a8Aerver

(follows the same replication criterion as the BFRNkgines)

and a CEP suite which complements the incomes Her

indicator making process [25] [26].

On the other hand an embedded component is prédaatis
representing the nodes which should remain in ticawdil
conditions according to reasons like applicationtadmlity or
data sensibility. A BPM engine is present in thisnponent
(also it could be replicated), and the BAM and Cs&iRte
follow the same role as it was described for theudl
component. The third element is the Monitoring Congnt
which is in charge of producing relevant result®utbthe
distributed processes for the decision making E®cén
important detail to remark in this context is tleeess that the
process participant could have to the distributéd/lBand CEP
suites on the one hand, and the relationship betwesm and
the Monitoring Component on the other.
participant (or one with administration permissijpdscides to
access the BAM component or the CEP suite in aivichehl
node, the provided results will correspond to alsirpart of
the decomposed process. This could be useful féonpeance
or debugging issues while the process is beinggdedi and
refined. The Monitoring site presents a completdilferent
situation. This application is in charge of disptay results

If a process



according to the original perspective of the decosed

process. So, it will interact with the APIs asstaiato the

BAM and CEP suites in order to recollect the resaltd join

them in order to show the information seamlesshe partial

results correspond to each partition of the origimacess,

while the final results correspond to the globalgarss once the
intermediate results were merged [27] [28].
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In Fig. 6 the communication between the differearthponents
and the actors is illustrated. This particular aspef the
architecture remains mostly invariable as in thevjpus
contributions, except for the inclusion of the BAdhd CEP
suites’ API in order to obtain the results from tthiéferent
portions of the process and merge them seamlessbyrding
to the original process perspective [1] [2] [29].

5. INDICATORS: BATCH AND SPEED LAYERS IN
DISTRIBUTED BPM

There are several differences between the reduitsvh by
BAM and CEP. Even though both participate in thaéidator
making process and provide relevant information foe
decision making process, the nature of the incoaras the
outcomes of each one tends to be quite different.

In the case of BAM, the incomes proceed exclusif@n the
BPM engines distributed all over the architecturbe data

deployed in the cloud, related to the business, dsib not
specifically to the BPM engines [5] [10] [30] [31].

In terms of indicators, the data monitored usingMBAn
general are more static compared with events, edlyethose
which could be considered complex. The period ¢érey
necessary in order to provide a reliable indicasomajor
compared with the event log considered by CEP. dlze
several standard indicators for BAM developed faditional
BPM and they could be extrapolated for distribuB&uM:

Average execution time: it could be considered for
each part of the decomposed process, or a
summarization in case of the global process
definition.

Finalization percentage: determines the process’
participation inside the organization. It considers

the amount of ended processes divided by the total
amount of them. In terms of decomposition this

indicator could be expressed for each individual

node, or globally. To consider the second choice it
is necessary to consider the amount of ended
instances grouped by process definition, and then
proceed to make the calculation.

Failed tasks percentage: this indicator shows the
percentage of failed tasks grouped by process
definition. It is useful to see the most problemati
tasks in the environment. In terms of distributed
BPM, the instances should be grouped firstly by
the original process definition, and after this mak
the final calculation.

Started instances: it shows the started cases
divided by process definition, and it could
consider also process versions. In terms of
distributed BPM the instances should by grouped
firstly by the original process definition, andeaft
this make the final calculation.

Activation percentage: shows the relation between
the total amount of cases activated by process
definition and the global amount of instances.
Once again, in a distributed environment, cases
should be grouped first.

Accumulated percentage: results from dividing the
accumulated process activations and the started
cases of all processes. The grouping tasks should
be done once again in a distributed environment.

In this way it is possible to see how the standBa&iM
indicators extracted from traditional BPM are cdpaif being
extrapolated to distributed BPM, in terms of somdrae

calculations

introduced by the fact of using prsces

decomposition [4] [5] [32] [33].

CEP also is very important in terms of indicatoos fhe

recollected is absolutely dependent on the decoetpos decision making process, but the data’s natureideres by

processes. On the other hand, CEP monitors evemsnieral,
and in particular they could belong to business@sees or,
instead of that, even proceed from different appilins

this discipline is much more dynamic than the ooesered
in BAM. Also the latency period in CEP is shortéan in
BAM; several CEP indicators are often calculatedeial time.
There are also several standard indicators for @fdtied to



traditional BPM. They are also applicable to disited BPM
and mostly take data from cases currently in exacut
Examples of these indicators are:

indicators use information of current running aitiéé and
cases. The results needed are related to theeefficiand error
correction. This information must be released @l tane and
. , L o processed on the fly. That is the main reason wABnd
Active cases’ execution time: this indicator showscgp 4re complementary in terms of the type of Edis
the elapsed time and the pending time for the,,n 464 If an organization only uses BAM, it talkesrisk of
deadline applied to active instances. The indicatopyaying delayed decisions, because of the batchurteatn
also shows an alert in case the deadline has begjflsition to this, if an organization only usesFOEwill lack

important to merge the source events for all th
intermediate instances in order to show a globa 38].

result with the original process perspective.

reached. In terms of distributed BPM it is all that information useful to know the charactirs of the
nded cases and to correct some wrong behaviots[336

6. CONCLUSIONS

» Failed tasks control: shows in real time the failed

tasks with some control information. On several

occasions this indicator results useful to deteet t
status of a certain case.

This list is not restricted; any kind of new indima could be
developed considering the real time events emefged a
BPM system. This type of indicators results vergfukduring
the design and implementation phase in terms otkqui
modification and bug fixing. Considering the difet layers
composing the business infrastructure, BAM corradgdo the
batch layer and CEP to speed layer.

BAM CEP
Incomes’ nature Data considered| Data considered
for BAM for CEP indicators
indicators is proceed mostly

mostly related to | from active cases
ended cases. Sinceand real time

the discipline is events. These
related to events could
processes belong both to
exclusively, the BPM engines and

source is the traditional
BPMS's log. applications
deployed in the
cloud
environment.
Indicator’s type Static. Dynamic.

Latency window Latency is wide. | Is very narrow.
The processing The real time
type is associated | factor is essential
with the batch in terms of

mode. efficiency and

error correction.

Table I: Comparison between BAM and CEP

In Table | we make a very brief comparison of BARIZCEP.
It can be also applied both to traditional or dlstted BPM.

These concepts correspond to traditional BPM, byet the
same in the case of distributed BPM. Analyzing Bw®M
indicators, the information involved is mostly reld to ended
cases, so the latency window is wide [10] [5] [EB8].

The type of processing needed by BAM indicatordasch;
results are not shown in real time. In oppositiorthis, CEP

The irruption of BPM in the cloud has caused sdvera
changes in business process execution. These chdaye
been studied deeply in current bibliography, esglgcivhen it
comes to process execution in a decomposed enwéminm
involving private or public nodes. One aspect ppeutplored
by the current bibliography is the monitoring ofcdmposed
processes. In previous contributions we proposehitactures
and concrete implementations for them using a BPMS
currently present in the industry (BonitaOS) [35)daa
monitoring application in charge of collecting ddtam each
distributed node using web services.

Some concepts already known from traditional BPM
environments, like BAM and CEP are considered éngresent
work as mechanisms to improve the monitoring apfibo. In
order to make this, it was necessary to detectsthmstantial
differences between both disciplines, in terms mfoimes,
results and nature. The final result is the archite from
previous works now arranged according to the new
technologies, and a set of traditional indicatorsedu in
dashboards modified under the perspective of Higed BPM.

In terms of future work some lines can be exprestbhdre
are several tools in the present market for thdempntation
of BAM and CEP, like WSO2BAM and WSO2CEP [39]. They
can be deployed in a cloud environment and be iiated with
several open source tools, like Bonita Open Salutfofuture
proposal regarding this is to adapt the concrefdamentation
of distributed business processes made beforevearaewvorks
to these tools, and enhance in this way the mangor
application by adding some indicators properly ngaakin
BAM and CEP traditionally.
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